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Abstract:

In the 21st century when we embrace the Fourth Industrial Revolution with the various
technologies such Big Data, Internet of Things, Internet of Everything, Cloud
computing, Blockchain, cryptography, 5G, Artificial Intelligence and many others
converging with one another, there is an inherent fear among the people that
technology such as Artificial Intelligence (Al) will one day take over the human
population. The fear was expounded by the screening of several movies about robots
and robotics taking over the human population. The application of Artificial
Intelligence actually has many benefits that could enhance the technologies being
used currently and will bring more advantages in the coming years. However, Artificial
Intelligence has brought forth several discussions about its application from social and
ethical perspectives. It has led to various arguments about the usage which could be
deemed as unethical and challenges the norms of social practices. Furthermore,
Artificial Intelligence, in the hands of unscrupulous criminals will be used for their
nefarious objectives which could lead to severe challenges to the authorities. From
its noble beginning, Artificial intelligence was a computer science specialty concerned
with creating systems that can replicate human intelligence and problem-solving
abilities but now the technology itself can be tweaked to do something more ominous
and dangerous. In order to maintain and sustain the proper use of Artificial
Intelligence, there must be some kind of regulation and enforcement in place to
ensure that Artificial Intelligence is not applied for negative activities.
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Introduction

In this digital age, new technologies are emerging, legacy systems are gradually
being replaced, and existing technologies are being reinvented and advanced.
Technology is always evolving. In the last few years, the world has seen rapid growth as
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digitalization and the COVID-19 pandemic became a catalyst for pushing ahead into the
Fourth Industrial Revolution. Cloud technology, blockchain, cryptography, 5G, and
Artificial Intelligence (Al) are the most frequent technology news that reaches the public
ears and eyes. New technologies, especially Al, have caused quite a stir when it was
thought that Al would one day replace humans in most work-related tasks and pose a
threat to their capacity to find employment. With artificial intelligence (Al), machines are
taught to mimic or even take over human intelligence and behaviour.

The release of movie "I, Robot" (2004) by Alex Proyas made this issue worse and
increased human anxiety!. Robots were given Al memories and used to work for the
people in the movie, but eventually, the robots rebelled, went berserk, took over the
cities, and attacked the humans. People are hesitant to use Al technologies because of
the true fear that exists.

Definition

The term Artificial Intelligence might sound like something new that was the result of
the Fourth Industrial Revolution (4IR). It was first coined by John McCarthy in 19956 when
he first used the phrase Artificial Intelligence?. Alan Turing, who made major contributions
to mathematics, cryptanalysis, philosophy, and computer science, in his book ‘Computing
Machinery and Intelligence’ (Turing, 1950) proposed a test of machine intelligence called
The Imitation Game.

The word "Artificial Intelligence" consists of two words: "Artificial" and "Intelligence".
"Artificial" refers to something made by humans or non-natural, and "Intelligence" means
the ability to understand or think. There is a misconception that Artificial Intelligence is a
system, but it is not. Al is implemented in the system. As John McCarthy describes Al
(McCarthy, 2007):

It is the science and engineering of making intelligent machines, especially
intelligent computer programs. It is related to the similar task of using computers to
understand human intelligence, but Al does not have to confine itself to methods
that are biologically observable.

Therefore, Al aims to enhance the capabilities of a machine to replicate the
intelligence that humans possess.

Artificial intelligence is a computer science specialty concerned with creating
systems that can replicate human intelligence and problem-solving abilities. They do this

! Similarly, in other movies include Skynet from “The Terminator” (1984), HAL 9000 from “2001: A Space
Odyssey” (1968), “The Matrix” (1999) and many more.

2 Dartmouth.edu. (n. a.). Artificial Intelligence Coined at Dartmouth. https://home.dartmouth.edu/about/artificial-
intelligence-ai-coined-dartmouth
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by taking in a myriad of data, processing it, and learning from their past to streamline and
improve in the future. A normal computer programme would need human interference to
fix bugs and improve processes.

Artificial intelligence (Al) is currently at the centre of several arguments about its
applications (technological), the use of Al in work-related situations, the use of Al in
human interaction (social), the regulation of Al to a set of moral principles and practices
that aim to guide the proper creation as well as the usage of Al technology in society
(ethics).

Background

The use of Artificial Intelligence has been extensively researched. Throughout the
early 20th century, Al has been discussed, researched, invested in, then dropped and
repeated until the first decade of the 21st century, when Al can be seen as fully
operational for public use. Al was developed through algorithms and techniques for
solving problems that are capable of imitating human intelligence or at least passing the
Turing Test.

The illusion of understanding and having a conversation with a human is the target
of various Al developers, i.e., the ability to mimic human interaction with smooth
interaction with no hiccups. Al of today already passed the Logic Theorem or General
Problem Solver of the past, as it features planning, creativity, prediction and recovery,
knowledge representation, problem-solving, decision-making, and social intelligence.

Furthermore, in addition to the above, Al has made significant progress in areas such
as natural language processing, image and speech recognition, robotics, manufacturing,
healthcare, finance, and slowly creeping in the music and film industries. Al has brought
forth the industry to the new generation by increasing productivity and capacity,
predicting demand, and, in general, future growth and expansion.

Geographically, the concentration of Al-using industries is currently mostly located in
North American and European continents, China, Japan, and Korea. In the South and
Southeast Asia region, the usage and application of Al are still limited to heavy industries
and research areas as exposure to Al applications is limited in these regions. Thus, there
is limited research done on the effect of Al ethics on the population and development.

Social and Technological Challenges of Artificial Intelligence

Artificial Intelligence (Al) has undoubtedly transformed various aspects of our lives,
from powering virtual assistants like Siri and Alexa to enhancing medical diagnostics and
automating manufacturing processes. However, with its rapid advancements, Al also
presents a range of technological challenges that need to be addressed to harness its
full potential while mitigating potential risks.
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A significant area of concern lies in the integration of Artificial Intelligence into
business processes and social media platforms. As the world embraces Al, it opens new
avenues for cyber attackers to exploit certain Al functionalities. For instance, Al can be
harnessed to disseminate false information and sow chaos by spreading fabricated news,
potentially impacting a substantial number of susceptible individuals. This nefarious use
of Al might also encompass the dissemination of seditious comments, the promotion of
hate speech, or even the incorporation of racial undertones.

Achieving 100% precision in Al-driven decision-making is a formidable challenge due
to inherent irregularities and flaws in the data collection process, leading to biased
outcomes. The presence of outdated information, incomplete data, or low-quality data
compounds the issue, exacerbating the inaccuracies in Al results. In addition, Al is being
utilized more by cybercriminals due to its profitability which, in turn, emerges as a
paramount concern for cybersecurity, demanding robust defences to safeguard both
infrastructure and sensitive data.

Simultaneously, the issue of data privacy is driven by the widespread collection of
personal information, prompting concerns about privacy rights, and necessitating a
delicate balance between Al growth and the preservation of personal privacy.
Regulations and policies are having a monumental challenge in the ever-changing Al
landscape. The compatibility challenges impede the seamless integration of Al with
existing technologies, potentially requiring costly upgrades or adjustments to ensure
adaptability and interoperability across diverse systems.

Amid the progress of artificial intelligence, there is a growing recognition of the
profound ethical challenges that Al presents. These challenges revolve around the
ethical dilemmas and moral quandaries that arise from the deployment of Al systems in
various aspects of our lives.

The advent of Atrtificial Intelligence (Al) has undoubtedly brought about
transformative advancements in technology, promising increased efficiency, automation,
and convenience across various sectors. However, along with these benefits, Al also
poses a set of significant social challenges that demand careful consideration and
proactive management. These challenges are multifaceted, touching upon various
aspects of our society.

Currently, there’s a big concern about Al replacing human jobs. As Al generative can
create logical and creative articles or art which makes it more discerning of Al generative
creation between human results and Al. Midjourney Al3 or DALL-E 24 software and

3 Midjourney. (n. a.). https://www.midjourney.com
4 OpenAl. (n. a.) DALL-E 2 is an Al system that can create realistic images and art from a description in natural

language. OpenAl.com. https://openai.com/product/dall-e-2
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services can create thousands of rendered images from user descriptions. Music and
short films are also being created by Al which can be seen within various social media
platforms.

Not to mention, the famous or infamous depends on your opinions on Al, the
ChatGPT. It can generate conversational text with a chatbot. It can also answer questions
and assist people with tasks, such as DIYs, composing emails, essays, and stories.
Nonetheless, this also gives rise to ethical issues regarding its capacity to produce
fabricated or inaccurate news or other deceptive materials. Such a scenario could result
in serious consequences, such as damaging reputations, disseminating false data, or
even provoking violence. It is also alarming that ChatGPT can write code snippets in
popular programming languages such as JavaScript, Python, C#, PHP, and Java. The dark
side of this is that it teaches an unskilled hacker to hack and perform phishing attacks
and write functional malware to breach a computer system or network.

Deep fakes, an Al tool, that is capable of cloning anyone's face to another person
digitally. This advancement of Al has created opportunities and chaos within all
industries. Social media utilises this tool for entertainment for all its users meanwhile
being exploited by others. Currently, there is a rise of news in the entertainment industry
replacing its human employees with Al technology, such as radio DJs, voice actors,
writers, and even content creators of various social media platforms.

What's even more alarming is when governments employ Al and machine learning
for shaping policies, legislation, or even pre-emptive law enforcement decisions. It's
crucial to infuse these algorithms with a sense of moral integrity. The prevailing sentiment
globally is that anyone can't prevent the integration of Al into our daily lives, decision-
making processes, or automation, but can certainly create Al systems that align with
human values and become an inherent part of the nation's constitutional framework.

Artificial Intelligence Attacks

Hackers have been employing Al for some time now, allowing them to target a larger
number of victims while minimizing their risks.

From a technical perspective, hackers can utilize Al to outsmart security algorithms
by training them on data. This leads to the expectation of increasingly sophisticated
cyberattacks as hackers leverage artificial intelligence and machine learning software to
boost the frequency and intricacy of their attacks on specific targets. It is seen as an ideal
tool for generating strategies on whom to target, when, where, and how.

These autonomous cyberattacks may have specific targets and aims related to
intellectual property. They offer cybercriminals ongoing opportunities for personal gain,
financial profit, and malicious activities. As they maintain a strong presence, they can
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grow more potent by accumulating insider knowledge and gaining control over data and
entire networks.

Once initiated, these self-learning attacks operate independently and don't require
constant guidance from a central command. They make decisions based on predefined
algorithms and instructions, often deep within corporate networks, delivering subtle,
untraceable blows over time.

Artificial intelligence possesses the ability to employ data mining techniques on
public domains and social networks to extract Personally Identifiable Information (PlII),
such as account details, identification numbers, birthdates, genders, locations, and phone
numbers, associated with individuals' accounts.

Al can also automatically monitor emails and text messages and craft personalized
phishing emails for social engineering attacks. Furthermore, Al can easily modify malware
and ransomware. It also can intelligently search for and exploit vulnerabilities within a
system.

Suggestion

To address artificial intelligence (Al) solutions is a complex and ever-changing
problem that involves a variety of activities, from development and deployment to
maintenance and ethical concerns. Atrtificial intelligence (Al) has swiftly advanced and
been incorporated into many facets of our lives, revolutionising whole sectors, improving
decision-making techniques, and providing creative answers to challenging issues.

Technological Approach

Requires ongoing research, collaboration among various stakeholders, and a
commitment to ethical Al development. As Al continues to advance, new challenges will
likely emerge, but these challenges also present opportunities for innovation and
progress in the field.

Organizations should operate under the assumption that they will experience
breaches. While it's crucial to focus on keeping Al-powered criminals out of the network,
organizations must also acknowledge that breaches may occur and should develop a
cyber resilience strategy to mitigate their impact.

Cyber resilience takes a broader approach that combines cybersecurity with
business continuity management. Its goal is to defend against potential cyberattacks and
ensure an organization's survival following an attack.
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Social Approach

Requires a multi-stakeholder approach involving governments, industry, academia,
and civil society. Ethical considerations, transparency, and inclusivity should be at the
forefront of Al development and deployment to ensure that Al benefits society.

Education and awareness are the tools that are critical in any community. People
should have at least a basic understanding of Al to make informed decisions and
participate in discussions regarding Al. A simple campaign of awareness can make a
difference, especially in today's fast-moving information digital world.

Ethical Approach

It is imperative to implement government oversight to ensure the responsible use of
Al and machine learning, preventing them from eventually replacing human reasoning
and decision-making capabilities. Organizations must also take responsibility by
regulating Al systems in conjunction with traditional security measures like firewalls and
antivirus software, which have proven insufficient in today's evolving threat landscape.

Further research is necessary to delve into the implementation of Al ethics. This
updated approach to Al ethics should also encompass the need for a holistic and
adaptive cybersecurity strategy, which means it cannot solely rely on technology but
must also involve people and processes.

Al should be utilized as an assistant, a coach who helps along the way instead of fully
replacing anyone. This can be seen with any Al tools, ChatGPT offers to reduce the
workload and increase the efficiency of employees or direct them to tackle different
tasks, assignments, or projects.

Conclusion

Technology, society, and ethics have undergone profound changes as a result of the
rapid development of artificial intelligence (Al). While Al has a great deal of promise to
advance innovation and society, it also presents a complicated set of problems that call
for thoughtful analysis and proactive solutions. The following can be taken into
consideration:

- To make sure that Al systems are fair, comprehensible, and reliable, it is
technologically necessary to solve the issues of bias, transparency, and security.
The ethical issues that Al raises are interwoven with these technical obstacles.

- Al ethically raises concerns about justice, responsibility, and the ethical application
of technology. It requires us to define precise policies for the design and
implementation of Al systems that put people's needs and the needs of society
first, while simultaneously ensuring fair access and minimising harm.
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From a societal standpoint, Al's impact on the labour market, privacy, and social
dynamics necessitates thorough adaptation techniques to avoid undesirable outcomes.
The necessity for education and knowledge regarding Al's potential and limitations
becomes critical as technology is more incorporated into daily life.

These challenges will be difficult to address if nations work in silos within and across
their national boundaries. Addressing these challenges requires a multi-stakeholder
approach, involving governments, government agencies, industry players, academia,
researchers, and civil society. Ethical considerations should be at the core of Al
development, guiding policies, regulations, and standards to promote responsible Al
innovation.

In navigating the complex landscape of Al challenges, we have the opportunity to
harness the full potential of this technology for the betterment of humanity, fostering
innovation, inclusivity, and ethical use. By fostering collaboration and remaining vigilant
about the ethical implications, we can work toward an Al-powered future that aligns with
our values and aspirations.
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NMPUMEHEHUE UCKYCCTBEHHOI'O MHTEJIJIEKTA:
Bbl3OBbl A1 TEXHOJIOTMA C COLMAJIbHOMN U
3TUYECKOW TOYEK 3PEHUA

Moxpa Wapudc M. P.

DBA, pykoBogutenb genaptaMeHTa CTpaTerm4eckoro
NIaHNPOBAHUA TEXHOMOMMYECKUX NCCefoBaHNN,
CyberSecurity Malaysia

(Canbeppaxan, Manansus)
mohdridzuan@cybersecurity.my

AHHOTaAUuMSNA:

B 21 Beke, Korga Mbl BCTyrnaem B YeTBEpPTYIO NPOMBIWIEHHYIO PEBOAOLUMIO, rae
NPOUCXOOUT KOHBEPreHUMA TakUX TEXHOMNOIMMW, Kak OonbluMe [aHHble, MHTEpPHeT
BELLEN, MHTepHeT BCero, o6nayvHble BblYUCAEHUSA, BNOKYENH, Kpuntorpadpua, 5G u
NCKYCCTBEHHBIN MHTENNeKT (UMW), y ntogein BO3HMKAaEeT BPOXAEHHbIA CTPax, YTO Takme
TexHonorum, kak M, B ogHMM npekpacHbli geHb nopaboTaTt yenopedectso. Ctpax
TONbKO YCUAWACS MNOC/Ae BbIXOAa Ha 3KpaH HeCKOoNbkUx unbMoOB O poboTax u
po6OTNU3MPOBaAHHbLIX CUCTEMaX, 3axBaTbiBalOWMX Bfactb Hagd  Ye/lIOBEKOM.
MpUMEeHeHMe UCKYCCTBEHHOIO WHTEMNEeKTa Ha caMOM [Jefne WMeeT MHOro
NPEUMYLLECTB, KOTOpble MOIrM Obl YAYUWUTb TEXHOMOMMW, UCMNO/b3yeMble B
HacTodwee BpeMda, N B OnmxahweM OyayuleM KOnm4ectBO TakKUX MNPeumyLLecTs
OyaeT TONbKO pacTtn. Tem He MeHee, N BbI3Ban paa OMCKYCCUA O ero NpUMEHEeHnN
C COLMANbHOM M 3TUYHECKOW TOUEK 3PEHUSA. DTO NPUBESO K PA3/IMYHBLIM CNOpaM O ero
NCMONb30BaHUU, KOTOPOE MOXeT OblTb PacLEHEeHO Kak He3TUYHOe M Bpocalollee
BbI30B HOpMaMm couuansHon npaktukn. Kpome toro, MM B pykax KpUMUHaMAbHbLIX
3/IEMEHTOB, Hepa3bopuuMBbLIX B cpeactBax, O6yaeT WCNOoNb30BaTbCa ONA  UX
NPECTYNHbIX LUenen, YTo MOXeT CO034aTb Cepbe3Hble npobnembl Ana sBnacren. B
CBeT/Nble BpemMeHa cBoero 3apoxpgeHua MW 6bin cneumanbHOCTblO B 006/1acTm
KOMMbIOTEPHbIX HAYK, CBA3aHHOM C CO3AaHNEM CUCTEM, CMOCOBHbIX BOCMPOU3BOANTL
YenoBeYeCKMn UWHTENEKT W pelaTb pasfiMyHble 3agaudu, HO Tenepb camy
TEXHOMOMMIKO MOXHO U3MEHUTb, YTOObI caenaTb YTO-To 6oee 3/10BeLlee 1 OnacHoe.
Y1066l N npumeHanca Hagnexawmm oOpa3oM, OO/HKHA CYLWEeCcTBOBaTb Kakada-To
HopMaTMBHaa 6aza, peryampylowasa npaBo U nNpaBoOnNpuUMeHeHue, KoTopaa oyget
BbICTyNaTb rapaHtoM Ttoro, 4to UM He 6yper mMcnonb3oBatbhCH 449 OelCTBUNA,
HecyLmMx 3a coO60M HeratuBHblE NOCNEaCcTBUS.

KnoueBble cnoBa: VICKyCCTBeHHbIVI MHTENNEKT, BbI3OBbl, COLUMNONOIn4A, 3TUKa,
HOBbI€ TEXHONOr MK, B3anMoaencreme
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