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Abstract:

This article presents an initial discussion of scenarios linked to terrorism and lethal
autonomous robot systems (LARS). LARS are a real risk to international security, and
if a terrorist organization gains access to these new weapons, the most likely
outcome is the end of humanity. This paper discusses two arguments: first, that
LARS are different from nuclear weapons because all state and non-state actors can
have access to them; and second, that technological progress goes faster than
international law and diplomacy, which should ban or limit the use of LARS.
Considering the first argument, the article defines LARS and explains their different
classifications and the specificities of these weapons that distinguish them from
nuclear weapons and make them more dangerous.

Supporting the argument that the world is facing new threats, the article discusses
different scenarios for the use of LARS by states and non-state actors as well as
possible solutions for reducing the use of LARS and their risks. The paper also
provides an overview of international law and the international mechanisms that
necessitate a rethinking of the rules concerning the use of force. The conclusions of
the article are that all debate concerning international law will not be enough to
reduce the risks of possible terrorist use of LARS and that international society will
have only two choices: to end research on artificial intelligence in the military field or
to take the risk of ending humanity by supporting research in this area.
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Introduction

Artificial intelligence (Al) is seen at several levels in information technology and
military uses, especially in lethal autonomous robot systems (LARS). The possible use
of LARS by terrorists is the most important threat to humanity internationally,
especially given that some states choose to use terrorists rather than state armies, as
we have seen in Syria, Libya, and Yemen.

Since its appearance, terrorism has become a real threat to international security,
and states have made great investments to bring it to an end. However, the threat is
still increasing, even as states have used technological developments to produce
more sophisticated arms. Terrorist organizations, as often as states, have used the
new technologies in their crimes, which is not strange considering that some terrorist
organizations are funded and supported by states. The most significant risk is that
terrorists could have easy access to LARS.

The key questions which can guide us are:

Is it imaginable that states in possession of LARS could put them at the disposal of
terrorists to use in war? Is it easy for terrorists to gain access to LARS?

States have already begun to wage war using terrorists in lieu of soldiers, funding
them too with the most sophisticated arms, as in the wars in Syria, Libya, and Yemen,
will Al end terrorism or offer it new technologies?

How will terrorists use Al? How will Al contribute to the spread of terrorism? How
can terrorism be combated using Al? Are LARS used to fight terrorism? How can the
international community limit the malicious use of Al, especially LARS? What are the
choices and alternatives? What will warfare be like in the future? What are the
challenges linked to international law? What are the implications for the balance of
power pertaining to the malicious use of Al, especially the use of LARS by states and
non-state actors?

Conceptual framework

Some of the keywords used in this article do not have a standard, universally
accepted the definition, whether the term is old, such as “terrorism”, or new, such as
“lethal autonomous weapons systems”. However, we will give a background to the
key notions and present an understanding of the concepts to help answer our
problems.

So that we do not become mired in debating precise definitions here, we provide
a detailed discussion and justification for our definitions in Appendix A: Definitions.

11. Terrorism: definition and background
The first appearances of terrorism date back to ancient times in Pharaonic Egypt,
Greece, and the Roman Empire, but what was known as terrorism in the past is not the

same as terrorism today. The notion and phenomena have changed with the
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differences in political thought prevailing at each stage and with the progression of
criminology and terrorists’ goals, strategies, and tools.

The first international attempt to define terrorism was made by the international
community as early as 1937, when the League of Nations prepared a draft convention
for the prevention and punishment of terrorism following the assassination of King
Alexander of Yugoslavia. The draft convention defined terrorism as “all criminal acts
directed against a State and intended or calculated to create a state of terror in the
minds of particular persons or a group of persons or the general public” (Ruperez,
2006, p. 2).

Later, this definition served as a reference when the United Nations and regional
intergovernmental organizations dealt with the issue from a legal and political
perspective. International society has elaborated other mechanisms related to the
prevention and suppression of international terrorism, such as the Tokyo Convention
of 1963, the 1973 New York Convention on the Prevention and Punishment of Crimes
against Internationally Protected Persons, including Diplomatic Agents, the Hague
convention on hijacked aircraft of 1970,the regional agreement between European
countries of 1977, an agreement between Arab states in 1998, and various resolutions
of the General Assembly of the United Nations. The most important of these
international mechanisms have been the formation of a special committee on
terrorism, the declaration concerning procedures for the elimination of international
terrorism, and various Security Council resolutions, notably concerning the case of the
American hostages in Tehran.

The most recent mechanism dealing with terrorism has been the International
Convention for the Suppression of Acts of Nuclear Terrorism, which was opened for
signature on 14 September, 2005 (Ruperez, 2006). Despite this legal framework, there
has been no agreement between jurists or states on a specific definition of terrorism
because of differences in the views of states as well as of individuals.

The second paragraph of Article 1 of the 1998 Arab Convention on the
Suppression of Terrorism gives the following definition of terrorism: “Any act of
violence or threat, whatever its motives and purposes, that occurs in the
implementation of an individual or collective criminal enterprise aimed at terrorizing or
terrorizing people” (League of Arab States, 1998).

Terrorism has won more international attention than any other issue, especially
since the events of September 11, 2001, when the world found “international terrorism”
inducted to its vocabulary. This has become a basic term in the field of international
relations a field that has never known the meaning of stability. In the recent past, war
between countries was the dominant feature of international relations, but today it has
been replaced by terrorism, and there are those who see terrorism as an alternative to
traditional warfare, as in Syria. Nevertheless, terrorism has changed considerably. In
the last decade, terrorists have benefited greatly from innovations in Al that appeared
in the 1950s but are evolving very rapidly. With the invention of self-controlled
machines such as driverless cars and drones, Al has become an integral part of public
life.
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1.2. LARS: Background and classifications

There are many definitions of LARS, but a widely used one is that given by the
United States Department of Defence and Human Rights Watch, which has stated that
the term lethal autonomous robotics (LARs) “refers to robotic weapon system that,
once activated, can select engage targets without further intervention by a human
operator” (Heyns, 2013). A range of other terms have been used to describe LARS and
fully autonomous weapons, including “lethal autonomous weapons systems” and
“Killer robots” (Sharkey, 2012).

It is characteristic of robots that they sense, think, and act based on how they are
programmed by a human (Lin, Bekey and Abney, 2008). This means that these
powerful machines are autonomous and can select a target and use lethal force
(Heyns, 2013). All robots possess autonomy, which, according to Lin, Bekey, and
Abney, means they have the ability once activated to operate in a real-world
environment without any form of external control or human supervision and, at least in
some areas of operation, for extended periods of time. However, the exact degree of
autonomy can differ widely. In general, Human Rights Watch classifies weapon robots
into three categories according to their levels of autonomy:

« Human in the Loop Weapons: Robots which can select targets and deliver force
only with a human command,;

« Human on the Loop Weapons: Robots which can select targets and deliver force
under the oversight of a human operator who can override the robot’s actions;

« Human out of the Loop Weapons: Robots which are capable of selecting targets
and delivering force without any human input or interaction (IHCR, 2012).

The US Department of Defense distinguishes between two major types of LARS:
autonomous and semi-autonomous robots (US Department of Defense, 2007).
Research in this field is still far from creating robots with total autonomy. In this
context, the International Human Rights Clinic (IHRC) at Harvard Law School has
argued that “fully autonomous weapons do not yet exist, but technology is moving in
the direction of their development and precursors are already in use” (IHCR, 2012).
Many countries are investing in LARS.

2. What Are the Future Scenarios?

Terrorist groups like Daech are using Al in three ways: first, to hack into
information systems; second, to acquire new elements through social media; and third,
to develop LARs against countries. Daech, which remain the most dangerous terrorist
group on the international scene, have succeeded in investing in Al in Syria and Iraq.
Terrorist groups are now using scientific and technological innovation and the digital
space to achieve their malicious goals. Al gives terrorists access to information, which
they use in their operations against countries. Two years ago, a booby-trapped drone
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launched by Daech militants killed two Peshmerga fighters and wounded two French
soldiers north of the ISIS controlled city of Mosul, French and Kurdish officials said
(Reuters, 2016).

Daech sent small, very flexible drones armed with grenades, which enabled the
Iragi forces to skirmish in more than one place. They also used commercial drones
converted into tiny bombers (Atherton, 2017).

In Tunisia, Daech were able to draw computer images of the geographical
topography of the town of Ben Guerdane (south-east Tunisia) and carry out a
simulation of reality before launching their attacks, either to avenge the policemen or
to carry out new terrorist operations. This means that Al now relieves the burden for
armed groups of obtaining information intelligence and paves the way for their
operations.

Terrorists are also using Al in cyberspace for information penetration, which is
disastrous. Daech have used Al to create a state of terror in people’s hearts and
subsequently pit ideologically led masses against individuals by publishing their
names, phone numbers, and addresses.

Considering that terrorists have easy access to Al, especially LARs, dark
scenarios, and terrorists will use this intelligence largely against countries. In the next
few years, cybercrime will increase because advanced technologies and Al facilitate it
for terrorists.

In the past ten years, Europe became a theatre when terrorists using some of
these new technologies turned vehicles into weapons in France, Germany, and Britain,
leaving dozens dead and wounded. The biggest threat according to Mikko Hypp6nen,
the chief research officer at F-Secure, is that terrorists could load a bomb onto a self-
driving car, type in the address of their desired destination, and send it on its way. In
this way, suicide bombers would no longer need to be recruited (Bigelow, 2016).

Considering the ability of hackers to penetrate the networks of state infrastructure
from water and electricity systems to bridges and airports as well as the number of
scientists acquired by terrorist organizations every year, countries should rethink
international law to predict the malicious use of Al in the future by terrorists.They
should also think about how to ensure the protection of satellite programs by assisting
civil aviation in the international airspace and subsequently controlling the routes of
the aircraft and directing them to where they want. If terrorists find a way to break into
this program, it will be an unmitigated disaster. The question is, how can terrorist
groups such as Daech have access to weapons, including LARS?

Here, we have two scenarios, the first of which is that countries sell weapons to
organizations such as Daech, as we can see in Figure 1.
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Where ISIS Gets Its Weapons

Top manufacturing countries of ISIS weaponry documented in Syria & Ir
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Figure 1. Top manufacturing countries of ISIS weaponry.

According to Niall McCarthy, the top manufacturing source of Daech weapons

documented in Syria and Irag was China with 43.5 percent, while Russia only
accounted for 9.6 percent. Despite that, Russian weapons still outnumbered Chinese
weapons in Syria, likely because Russia supplies forces loyal to the Assad regime.
American weapons only accounted for 1.8 percent of the total documented (McCarthy,

2017).
According to the Washington Institute for Near Est Policy, Daech was the world’s

best funded group of terrorist (Figure 2).

ALL IN THE NEIGHBORHOOD: GULF FUNDING

KUWAIT is the “epicenter of fundraising for

- terrorist groups in Syria® according to the Treasury
IRAQ . undersecretary for terrorism and financial intelligence.
B Another permissive environment for
-.-/ terrorist financing, QATAR's political
SAUDI - interests som.etimes conflict with America's
" counterterrorism agenda.
ARABIA

\ Contrary to conventional thinking, SAUDI ARABIA's

finandal monitoring efforts are effective enough that
donors there are encouraged to send money through
Kuwait to ensure that it reaches Syria.

Figure 2. Terrorist financing from the neighboring countries.
Source: Washington Institute for Near Est Policy
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The second scenario is that Daech, for example, develop these new technologies
themselves based on their human resources, considering the numbers of engineers
among them and their access to the raw materials necessary for the creation of these
weapons.

3. Trends in LARS and how they will impact international security

The use of LARS by terrorists will increase in the future for offensive or defensive
goals because countries are also using these new weapons. Docherty wrote, “Most
notably, the United States is coming close to producing the technology to make
complete autonomy for robots a reality and has a strong interest in achieving this
goal” (Docherty, 2012, p. 3). Several countries are investing in this field, including the
United States, the UK, China, Israel, Russia, and South Korea (Figure 3). These six
countries are known to be researching, developing, and testing fully autonomous
weapons (World Economic Forum, 2016).

WHO'S INVOLVED?

AT LEAST

INCLUDING ENGINEERS, COMPUTING, Al EXPERTS
AND ROBOTICISTS IN 37 COUNTRIES HAVE CALLED
FOR A BAN ON THE DEVELOPMENT AND
DEPLOYMENT OF FULLY AUTONOMOUS WEAPONS.

ARE KNOWN TO BE RESEARCHING,

| DEVELOPING AND TESTING FULLY
AUTONOMOUS WEAPONS:
THE US, THE UK, CHINA, ISRAEL, RUSSIA
AND SOUTH KOREA.

HAVE SPOKEN PUBLICLY ON
FULLY AUTONOMOUS WEAPONS
SINCE THE HUMAN RIGHTS COUNCIL

DEBATE ON 30 MAY 2013.

w

~

Figure 3. Investment in the field of autonomous weapons across the World.
Source: World Economic Forum, 2016.

In September 2018, the research arm of the US military, the Defense Advanced
Research Projects Agency (DARPA), announced that it is investing $2 billion into Al
over the next five years. Canada, the UK, Russia, Israel, China, India, and France also
are prioritizing Al, knowing that it is key to growing their economies. China has said it
wants to be a global leader by 2030 (Stober, 2018). The market for LARS is increasing
exponentially, and unit prices are falling significantly (Allen, Chan, 2017). According to
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the Boston Consulting Group, between 2000 and 2015, worldwide spending on
military robotics (narrowly defined as only unmanned vehicles) tripled from $2.4 billion
to $7.5 billion, and it is expected to more than double again to $16.5 billion by the year
2025 (Sander, Wolfgang, 2014).

CAGR,
2000-2025E (%)
669 « Military market (2015): $7.5 billion
« UAVs, UGVs, UUVs, and task robots
60 46:5] Military 8.1 widely used for military applications
« Industrial market (2015): $11 billion
- T « ~1.2 million robots used in applications
CAGR +9%) 429 such as welding, assembly, and
40 material handling
B |244| 'ndustrial 7.6 « In 2012, ~39% of industrial robots sold
to auto factories
269
« Commercial market (2015): $5.9 billion
20 7.5 164 « Many new applications including
15.1 17.0| Commercial 12.3 medical and surgical robots, agricul-
10.8 @ 11.0 tural robots, and construction robots
4 [BS) [ DS Personal market (2015): $2.5 billi
| 5.8 59 ‘ B . : * Personal market ( S): $2.5 billion
5.2 [ 1 = [_ & ersona 17.4 « Robots for entertainment, cleanin
39 1.1 10.4[332]1.0 4. obots for entertz ent, cleaning,
0 —= I bl L_ZS_:I i - education, security, and household
2000 2005 2010 201SE 2020E  202SE applications

Sources: International Federation of Robotics, Japan Robot Association; Japan Ministry of Economy, Trade & Industry; euRobotics; company
filings; BCG analysis,

Note: UAV = unmanned aenal vehicle; UGY » unmanned ground vehicle; UUV = unmanned underwater vehicle, Estimates do not include the
cost of engineering, maintenance, training, or peripherals.

Figure 4: Worldwide Expenditure on Robotics is Expected 2025.

The growing military robot market gives an idea of future wars, which will be
characterized by the widespread use of LARS by states and non-state actors. In fact,
autonomous systems have been used in warfare since World War I, when the Norden
bombsight and V-1 buzz bomb were used and computer systems were linked to
sensors involved in the dynamic control and application of lethal force (Allen, Chan,
2017).

Therefore, the real threat to international security is the use of LARS by terrorist
organizations. This is why civil society (researchers and policymakers, transnational
corporations, international organizations, and NGOs) should work together to stave off
this threat, which could end humanity. As a solution, some voices suggest banning
LARS similarly to nuclear weapons, as it is unacceptable that humans should be killed
by robots. This rationale means to them that they are fighting for an ethics issue linked
to human rights. The most important initiative is an open letter addressed to the
United Nations Convention about certain conventional weapons. The letter is written
by companies building technologies in Al and robotics that may be repurposed to
develop autonomous weapons; accordingly, they feel responsible for raising this alarm
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(Future of Life Institute, 2017). The letter is a call for action to protect all from the
danger of lethal autonomous weapons (Future of Life Institute, 2017).

But is it possible for states which are establishing technological sovereignty to ban
LARS? The growing investment in LARS can be explained as a fundamental
characteristic of this new cold war which could have tangible and intangible impacts
on the balance of power over this next decade.

In a sense, one of the most divided regions is the frontier between North and
South Korea, which separates both countries and is called the Demilitarized Zone,
because the South Korean arms manufacturer DoDamm used the Robot World 2010
convention to display its new Super aEgisll, an automated gun turret which can detect
and lock onto human targets from kilometers away and deliver heavy firepower, at day
or night and in any weather conditions (Blain, 2010).

Picture 1. DoODAMM'’s Super aEgisll: South Korea’s autonomous robot gun
turret. Source: Loz Blain, 2016.
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ontrol Weapon Station

Picture 2.DoDAMM’s Super aEgisll: South Korea’s autonomous robot gun
turret. Source: Loz Blain, 2016.

The debate about the use of LARS should focus also on terrorism. Several
countries use LARS against those who do not have access to this new army force,
which is a violation of international law. For example, Obama used drones in
Afghanistan, Yemen, and Libya, killing a number of people including civilians. This
behaviour is a manipulation of international law and a violation of the rules concerning
the use of force. It is a violation of the rules concerning the use of force. «116 founders
of robotics and artificial intelligence companies from 26 countries released an open
letter urging the United Nations to ban LARS or killer robots» (Ackerman, 2017). Lot of
voices are calling for a new international treaty that would ban LARS (Linden, 2017).
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So is banning LARS a good option? In reality, it is difficult to ban them because all
countries and even terrorist organizations have access to the materials used in these
technologies. This point of view is based on comparing LARS and nuclear weapons,
but in fact, such a comparison is not possible because the materials used in both kinds
of weapons are not the same. LARS requires knowledge as well as brands and some
materials, which are easy to find in any developing or developed country.

Conclusion

As a result of this study, the discussion about LARS and terrorism brings us back
to the old discussion concerning war and the use of force, this time to end the new
threat imposed by LARS. Some suggest banning LARS. However, this is difficult
because it leads us to rethink the purpose of creating arms. Is it to kill someone? Why
should we kill someone by LARS or by conventional arms?

LARS are not yet fully autonomous, but we do not have total control over these
new arms, which means there is a human responsibility. The question of responsibility
leads us to a debate over emotions because, in the end, the goal of war is to impose a
psychological pressure on the enemy for victory.

This debate is, in fact, a false debate, because if human soldiers kill when they
receive orders from their chiefs, then is no compelling reason to invest in the creation
of killer robots that, like humans, have feelings and emotions.

Going back to the use of LARS by terrorists, scay.net is a program that helps
predict who will be a terrorist or not using big data and social media. But the question
is, can this kind of program help ensure peace and security when countries also use
terrorism against each other?

The goal of war between countries or between countries and terrorist
organizations is to impose their interests by putting pressure on the enemy and
making them lose. But the result of the war must be peace, and peace requires
negotiation. How will decision makers and diplomats negotiate with killer robots when
they become fully autonomous? Can a diplomat be replaced by a robot? How far will
the autonomy of the robot go? If robots will be more intelligent than humans and able
to make decisions by themselves, then what will be the future of humanity?

International society needs to make the most important choice in history. It needs
to stop research and science in Al for military goals or stop the use of force. In another
sense, it needs to choose between the end of science and research related to LARS
and the end of humanity.
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TEPPOPU3M U LARS": MEXXOAYHAPOQHOE COOBLLECTBO
MEX QY KOHLIOM HAYYHbIX UICCNEQOBAHUNA U KOHLIOM

YE/TOBEYECTBA
Pymart O.
MpesngeHT MexayHapoaHOro MHCTUTYTA Hay4HbIX
nccnegoBaHuii (Mappakel, Mapokko)
contact@institut-irs.com
AHHOTauua:

B ortol cTatbe npeacrtaBneHO rnepBOHayasnbHOEe 0O0CcyXAeHue cueHapues,
CBSAI3aHHbIX ¢ TeppopuamoM 1 LARS. LARS npepactaBnsioT coboi peanbHbii pUCK
ONa MeXxayHapoaHoW 6e30MnacHOCTH, U eCc/u TeppopucTuyeckad opraHuvsaums
NOMyYNT OOCTYN K 3TOMY HOBOMY OPYXMUIO, Hanbosee BEPOATHbIM UCXOOOM CTaHeT
KOHel 4esioBe4decTtBa. B 3T1on crtatbe o0OCyXOalTCA ABa aprymMeHTa: BO-NepBblX,
LARS oTnuyalotcs OT SAEPHOro OpyXusd, MOTOMY 4YTO BCE rOCYyAapCTBEHHbIE WU
HerocygapcTtBeHHble CyObeKTbl MOryT WMeTb K HUM [OCTyr; W, BO-BTOPbIX,
TEXHUYECKUN nporpecc naet ObiCTpee, YEM MeXayHapoaHoe NnpaBo U gunsomaTug,
KOTOpblE€ AO/MKHbI 3anpeLlaTb UM orpaHMynBaTh ncnonb3oBaHue LARS.
PaccmaTpmnBaa nepBblii aprymeHT, B CcTaTbe pfgaetcs onpepgeneHne LARS wu
OOBACHAIOTCA UX pasfiMdHble Knaccudukaumm M OCOOEHHOCTUM 3TOMO OPYXWUS,
KOTOPbIE OT/INYAIOT €ro OT A4EPHOr0 OPYXUA U AenatoT ero 6osiee onacHbIM.
NopopepxnBaa aprymeHT O TOM, YTO MUP CTankuMBaeTCd C HOBbIMU Yyrpo3amu, B
cTaTtbe obcyxpatoTcs pasfnyHble cueHapuu MCNO/Ib30BaHMUS LARS
rocyoapCTBEHHbIMM W HerocygapCTBEHHbIMU CyObeKTaMu, a TakXe BO3MOXHble
pelweHns ana cokpalleHns ncnonbsoBaHna LARS 1 nx puckoB. B ookyMeHTe Takxe
coaepXxutcs o0630p MeXAyHapoaHOro npasBa W MeXAyHapoAHbIX MEXaHU3MOB,
KOTOpble TPeOyloT MNepeoCMbIC/IEHNS MpaBW/l, KacalwWUXCH MPUMEHEHUA CU/bI.
BbiBOObI 3TOM CTaTbM 3aK/IOHAOTCA B TOM, UYTO BCEX AMUCKYCCUMN, KacaloLMxXcs
MeXAyHapoaHoro rnpaBa, OydeT HeOoCTaTOYHO [A/19 YMEHbLUEHUA PUCKOB
BO3MOXHOI0O UCMNonb3oBaHna LARS B TeppopuUCTUUYECKMX ULENdax, U 4To Yy
MeXxayHapogHoro coobuwecrtBa Oyaer TONMbKO [Ba BapuaHTa: npekpaTtutb
nccnenoBaHMa B 006/1aCTU UCKYCCTBEHHOIO MHTE/N/IEKTa B BOEHHOW 06nactu unu
NPUHATbL PUCK KOHLA YesioBeYvecTBa, Nogaepxmsaga uccriegoBaHnsa B 3ToM o6/1acTu.

KnioueBble cnoBa: ABTOHOMHbIEe 60€eBble pOGOTVI3VIpOBaHHbIe CUctembl, pOﬁOTbI-
yOunLbl, TEPPOPU3M U MeXAyHApPOAHOE NpaBo
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